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ABSTRACT

Children exhibit extraordinary exploratory behaviors hypothesized to contribute to the
building of models of their world. Harnessing this capacity in artificial systems promises
not only more flexible technology but also cognitive models of the developmental
processes we seek to mimic. Yet not all children learn the same way, and for instance
children with autism exhibit characteristically different exploratory strategies early in
life. What if we could, by developing artificial systems that learn through exploration,
model not only typically development, but all its variations? In this work, we present a
preliminary analysis of curiosity-driven agents in social environments that establishes
links between early behavior and later acuity, with implications for the future of both
diagnostics and personalized learning.

1 INTRODUCTION

Human infants exhibit a wide range of interesting, apparently spontaneous, visuo-motor behaviors —
including navigating their environment, seeking out and attending to novel objects, and engaging physically
with these objects in novel and surprising ways (Fantz, 1964; Twomey & Westermann, 2017; Hurley et al.,
2010; Hurley & Oakes, 2015; Goupil et al., 2016; Begus et al., 2014; Gopnik et al., 2009). In short, young
children are excellent at playing — “scientists in the crib” (Gopnik et al., 2009) who intentionally create
events that are both fun and greatly informative for driving the self-supervised learning of sensorimotor
and social planning capacities (Fantz, 1964; Sokolov, 1963; Goupil et al., 2016; Begus et al., 2014; Kidd
et al., 2012). Harnessing this sort of capacity in artificial systems promises not only more flexible learning
technologies but also cognitive models that will further elucidate early childhood learning.

Evidence suggests that Autism Spectrum Disorder (ASD) children exhibit characteristically different
exploratory learning behaviors. Children with autism exhibit atypical, uncreative object play, (Beyer &
Gammeltoft, 2000; Rettig, 1994), impaired predictive capacity (Sinha et al., 2014), lower facial gaze
and mutual attention (Shic et al., 2014; Jones & Klin, 2013; Moriuchi et al., 2016), and abnormalities of
sensory perception (Robertson & Baron-Cohen, 2017; CE et al., 2013). What if we could model not only
typical development, but the full diversity of human developmental variability (Fig. 1)?

In this work, we analyze a “population” of agents put in an environment meant to loosely represent early
childhood learning in social environments: stimuli look either animate or inanimate, and inanimate stimuli
vary wildly (from static ones, to dynamic but predictable ones, to dynamic and unpredictable ones), and
the agent simply looks about. To decide what to look at, the agent is curious (Schmidhuber, 2010; Oudeyer
et al., 2007) — intrinsically motivated to take action as it tries to build a world model of its environment.
Within this population, we take implementation differences (specifically, in choice of the agent’s intrinsic
motivation) to represent latent factors that drive developmental differences. By observing both the agent’s
behavior and downstream world modeling capacity, we establish a predictive model that, if translated
to simulations that have the fidelity to capture early childhood learning, holds exciting implications for
diagnostics, therapeutics, and personalized learning.

2 MODELING SOCIAL ATTENTION

Environment To simplify but faithfully capture key aspects of the algorithmic challenges children face,
we work with a 3D virtual environment (Fig. 2d). Within the environment there are two main agent types:
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Figure 1:Modeling human development.(a) Our overall goal is to build a computationally quantitative
model of the learning principles of early childhood, both for cases of typical and variable developmental
trajectories. (b) We develop the learning principles by which they operate within virual environments.

a single “infant-agent”, and variousexternal agents. Just as very young human babies are not self-mobile
but can control their gaze to visually explore their surroundings, our infant-agent is represented by an
avatar �xed at the center of the room but with the ability swivel around, obtaining partial observations
of whatever is in view at the given moment. Theexternal agentsare spherical avatars that each act
under various hard-coded policies embodying abstract versions of the behaviors of real-world stimuli,
both inanimate and animate. We experiment with external agent behaviors of increasing complexity and
animacy, including static (no motion), periodic, noise, object-reaching, chasing, playing “peekaboo”, and
mimicry. Seehttps://bit.ly/2uf7lEY for video descriptions of the environment and external
agent behaviors. The task of the infant-agent is to learn to predict the behaviors of the external agents.
Since external agents are devoid of surface features, the curious agent must understand behaviors based
on spatiotemporal kinematics alone.

Learning predictive models of other agents.The infant-agent's neural network consists of two compo-
nents: anagent-interaction-centric world model, which seeks to learns to predict dynamics of external
agents, and acuriosity-driven controllerwhich uses a novel variant of progress curiosity Schmidhuber
(2010) to choose swivel actions (e.g. allocate attentional resources) that make world-model learning more
effective.Agent-centric World Model:(Figure 2a) Our infant-agent learns to predict the dynamics of its
environment via an agent-interaction-centric world model! � . ! � consists of an ensemble of component
networksf ! � k gN cc

k=1 where each! � k independently predicts the forward dynamics separately, for each
minimal group of interacting external agent(s). This agent-interaction-centric world model differs from a
standard “joint” (non-agent-centric) model in that it allocates the parameters and learning gradients in a
causally disentangled fashion. For example, one external agent reaching toward and pushing around static
objects is allocated a separate world-model component than another external agent playing peekaboo with
the infant-agent. If multiple external agents are causally interacting with each other (e.g. one agent chasing
or mimicking another), they are allocated a single joint component of the world model. In this work, we
manually feed the infant-agent knowledge of the causal graph of external agents; in future work estimating
this from observations is a key goal.Progress-driven Controller:(Figure 2b) We propose -Progress, a
scalable progress-based curiosity signal which approximates learning progress by the difference in the

Figure 2:Modeling social attention.Proposed (a) agent-interaction-centric world model and (b) curiosity
signal to facilitate learning in social environments. In a pilot study, we compared (c) simulation of our
arti�cial agents with (d) data from a human experiment and observed similar attention patterns.
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