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ABSTRACT

Analogical reasoning has classically been modeled using a graph matching framework. However, this problem is known to be computationally intractable, raising the question of finding approximate solution methods that perform well on the sorts of varied domains in which humans excel. In this work, we propose such an algorithm that is based on a continuous relaxation of the graph matching objective. We show the algorithm is capable of knowledge transfer in the domain of abstract multi-step reasoning tasks.

1 INTRODUCTION

Analogical reasoning, defined as the ability to transfer knowledge from one domain to another, is a crucial component of the ability to generalize out-of-domain (Gentner, 2003), an ability in which machines still lag behind humans. Modern approaches to analogy in artificial systems, such as variational autoencoders (VAEs) (Chen et al., 2018; Higgins et al., 2017) or word embeddings (Mikolov et al., 2013) often rely on strong assumptions about the structure of the underlying domain, such as the existence of linearly disentanglable representations in the former, or of parallelogram structure in the latter. By contrast, classical models of human analogy, such as Gentner’s Structure Mapping Theory (SMT) (Gentner, 1983), allow for domains of essentially arbitrary complexity, albeit the basic objective becomes computationally intractable in general. In this work, we propose an approach intermediate between these two extremes: capable of handling non linearly-separable data such as the SMT approach, but also differentiable and implementable by a neural network architecture such as those used in modern approaches to machine learning problems.

To do this, we assume that we are operating on a graph-structured domain. Many naturally occurring domains can be cast in this way. For example, navigation and learning problems can be described in terms of Markov Decision Processes (Sutton & Barto, 2018) in which the graph is composed of possible states connected by the allowed actions. Similarly, conceptual knowledge can be described in terms of knowledge graphs (Gentner, 1983), in which the edges encode various kinds of relations between concepts. Complementing these approaches, recent work in neuroscience has suggested that certain graph-structured domains are represented in the brain via a successor representation (Dayan, 1993), which encodes the graph in an approximate vectorized form (Stachenfeld et al., 2017). Crucially, our approach allows for such a representation and does not require exact specification of the underlying graph structure.

Following Gentner (1983), we formulate analogical inference as a graph matching problem. In this classical computer science problem, we seek to establish a map between vertices in a source graph to vertices in a target graph. Our key contribution lies in moving down the Marrian hierarchy (Marr & Poggio, 1976) from the Computational level to the Algorithmic level, by proposing a
computationally tractable neural network architecture. Our approach yields approximate solutions using an appropriate continuous relaxation [Fiori et al., 2013, Vogelstein et al., 2014], allowing it to gracefully handle the kinds of inherently-nonlinear structural forms that commonly occur in the environment (circles, trees, etc.).

Once we have matched the graphs, we gain the ability to solve simple 4-term analogies “for free”; to complete an analogy of the form “A is to B as C is to what?”, we simply have to see where B gets sent in the obtained matching. However, learning a matching also allows us to transfer sequences of points from one domain to another, rather than just a single point as in a classical analogy. We show how this can be leveraged to perform multi-step “planning by analogy” in the domain of abstract problem solving.

2 A NEURAL NETWORK FOR GRAPH MATCHING

Assume we are given graphs $G_1$ and $G_2$, with vertex sets denoted $V_1 = \{v^1_1, \ldots, v^1_{|V_1|}\}$, $V_2 = \{v^2_1, \ldots, v^2_{|V_2|}\}$ and edge sets denoted $E_1, E_2$. The respective adjacency matrices are denoted $A_1$ and $A_2$. Note that in general $|V_1| \neq |V_2|$. Furthermore, we suppose that $G_1$ and $G_2$ contain certain distinguished points, the images of which are constrained a priori under any mapping. Formally, let $X = \{(v^1_{i_1}, v^2_{j_1})\}_{k=1}^m$ be a collection of $m$ ordered pairs of vertices in $G_1$ and $G_2$. We refer to these as Marked Points. Here $1 \leq i_k \leq |V_1|$ and $1 \leq j_k \leq |V_2|$ for all $k$. As above, the marked points could correspond to the “A” and “C” terms of an analogy; we will also see examples in Sec. 3 that naturally involve multiple pairs of marked points.

Following the basic Structure-Mapping theory, we pose the problem of finding a function $F : V_1 \rightarrow V_2$ that respects the connectivities of the two graphs as nearly as possible. That is, we want to minimize the number of pairs $(v, v') \in V_1 \times V_1$ for which the proposition $(v, v') \in E_1 \Leftrightarrow (F(v), F(v')) \in E_2$ is violated. We also require that $F(v^1_{i_k}) = v^2_{j_k}$ for every $k$. A straightforward argument show that for any such function $F$, the number $N(F)$ of such violating pairs is given by

$$N(F) = \|Q_F A_2 Q_F^T - A_1\|_1. \tag{1}$$

The matrix is defined as $Q_F[i, j] = 1$ if $F(v^1_i) = v^2_j$ and 0 otherwise, and the $L1$ norm of a matrix is defined as the sum of absolute values of its entries. A detailed derivation is given in Supplement D. Minimizing $N$ is known to be NP-hard [Loiola et al., 2007].

Note that $Q_F$ is a quasi-permutation matrix, meaning that every row has exactly one entry equal to 1, with the rest being 0. In particular, all entries are non-negative and each row sums to 1. A matrix with these properties is called Stochastic. This suggests that the problem can be “relaxed” by dropping the constraint that each entry of $Q_F$ be either 0 or 1, and requiring only that the matrix be stochastic [Lyzinski et al., 2015, Vogelstein et al., 2014]. We denote the set of stochastic matrices $P$ of shape $|V_1|$ rows by $|V_2|$ columns such that $P[i_k, j_k] = 1$ for all $k$ by $SM_X$. \footnote{In order to rule out inconsistent constraints, we require that $i_k \neq i_l$ for $k \neq l$.} This leads us to consider the loss function:

$$L_X(P \mid A_1, A_2) = \|PA_2P^T - A_1\|_1, P \in SM_X. \tag{2}$$

The vertical bar notation is meant to indicate that $A_1$ and $A_2$ are regarded as inputs and can be replaced with other matrices of the appropriate sizes. We will discuss this further in the next section.

In contrast to the set of mappings $V_1 \rightarrow V_2$, $SM_X$ is a continuous space, so we can use gradient-based techniques to perform the optimization. This is done by parametrizing the space of stochastic matrices with a simple neural network, with details given in Supplement E.

Next, there is the matter of obtaining a valid mapping once we have solved the relaxed version. This can be done in a variety of ways; here we will do so by simply taking a row-wise argmax of $P$. More explicitly, given a solution $P$ to the relaxed problem, define the associated mapping $F_P : V_1 \rightarrow V_2$ by:

$$F_P(v^1_i) = v^2_{\text{arg max}}(P[i]), \tag{3}$$

where $P[i]$ denotes the $i$th row of the matrix $P$. \footnote{In general, we use the letter $Q$ for quasi-permutation matrices, and letter $P$ for stochastic matrices.} \footnote{Note that we solve each matching problem online, rather than employing a train-test paradigm.}
**Variants.** While the above section dealt with the adjacency matrices of the graphs, the interpretation is not fundamentally changed if these are replaced with other types of affinity matrices on the vertices. Of particular interest to us is the successor representation \( SR_G = (1 - \gamma A_G)^{-1} \)

where \(0 < \gamma < 1\) is a parameter and \( \overline{M} \) denotes the operation of normalizing each row of matrix \( M \) to sum to 1. As alluded to in Sec. [11] this matrix has a well-known interpretation in the context of reinforcement learning [Dayan, 1993]. This leads us to consider the modified objective function \( L_X(P | S_1, S_2) \), where \( S_1 = SR_G, \) and \( P \in SM_X \) as before.

Secondly, we consider a variant that often performs better in practice. Taking inspiration from the definition of a normalized graph Laplacian, we consider the modified objective:

\[
L_X(P | A_1, A_2) := \| \overline{P} A_2 P^T - A_1 \|_1, P \in SM_X,
\]

(4)

where, as above, \( \overline{P} \) denotes the matrix obtained by normalizing each row of the matrix \( P \) to sum to 1. These two modifications can be applied in tandem (i.e., replace the adjacency matrix with the SR and normalize both terms), with the corresponding loss denoted \( L_X(P | S_1, S_2) \). In what follows, we will always assume the loss function to be of this form and, for the successor representation, \( \gamma = .8 \) unless otherwise specified.

Finally, the effect of different relaxations than in Eq. (2) is discussed in Supplements B and C.

# 3 Applications to Knowledge Transfer

We now formalize how the model may be used for knowledge transfer of multistage planning. Suppose we have two state graphs \( G_1 \) and \( G_2 \) corresponding to two different planning or reasoning tasks. These tasks come with distinguished nodes \( s_1, t_1 \in V_1 \) and \( s_2, t_2 \in V_2 \) corresponding respectively to the starting and target states of each task. Finally, we suppose that we have a solution to the first task, namely a path of vertices \( s_1, v_1, \ldots, v_k, t_1 \) of vertices on \( G_1 \) from the initial state to the target state. To transfer our knowledge, we then solve the matching problem from \( G_1 \) to \( G_2 \), subject to the constraints that \( t_1 \) maps to \( t_2 \) and \( s_1 \) maps to \( s_2 \), in the way described in Sec. [2].

We then obtain a candidate solution to \( G_2 \) by simply mapping each vertex \( v_i \) on the path according to the solution matrix \( P \). That is, we obtain a candidate path \( \tilde{v}_1, \ldots, \tilde{v}_k \) from \( s_2 \) to \( t_2 \) given by \( \tilde{v}_i = F_P(v_i) \), with \( F_P \) as in section 2. Note that, a priori, this need not be a valid path on \( G_2 \) (i.e., successive vertices might not be connected); however we will see that when the graphs have common structure the paths obtained in this way do indeed tend to be valid.

As a first illustration, we consider the well-known Tower of Hanoi task, in which the player is presented with a set of disks, each of a different size and distributed over some number of pegs, and given the goal of moving all of the pegs to a target disk (the target state) under the constraint that only one disk can be moved at a time (to any peg) and a larger disk can never be placed over a smaller one on a given peg. For simplicity, we consider two cases, both of which have three disks and three pegs. In the first case, all of the disks start on the leftmost peg, and the goal is to move them all to the rightmost peg. Second, we consider a simple variant in which the objective is instead to move all disks from the first peg to the middle one. In both cases, a graph can be described with a node for each valid configuration of the disks, and edges corresponding to valid moves. In the notation used above, the two graphs \( G_1 \) and \( G_2 \) are identical, and the initial states \( s_1 \) and \( s_2 \) coincide, but the target states \( t_1 \) and \( t_2 \) are different. As shown in Fig. [1], the algorithm discovers a mapping that carries a solution to the first task into a valid solution of the second.

As a slightly more complex example, we let \( G_1 \) be the state graph corresponding to the “Farmer/Goat” problem and \( G_2 \) that of the “Missionaries and Cannibals” problem. For this problem, the objective is to transport various parties across the river using a small boat, subject to constraints about which parties can be left alone with each other. Similar to the previous example, the nodes of the graphs correspond to valid configurations of the various parties on the two shores. It was shown in [Holyoak & Thagard, 1989] that children who had first learned how to solve the simpler Farmer/Goat problem were more successful in finding a solution to the more complex Missionaries/Cannibals problem. However, no such transfer was obtained in the opposite direction.

In Fig. [2] (shown in Supplement [A]) we show how a matching from the Farmer/Goat graph to the Missionaries/Cannibals graph indeed carries a solution of the former to a solution of the latter (in...
fact there are two solutions to the Farmer/Goat problem, both of which have this property). However, as with people, the matching obtained in the opposite direction is of low quality. Indeed, of the 768 possible shortest solution paths to the Missionaries/Cannibals problem, only 4.7% are mapped to valid solutions of the Farmer/Goat problem. An example solution path obtained by this mapping is shown in Fig. 3 (in Supplement A).

Finally, we provide a different type of example that shows how our algorithm can exploit state space abstraction for efficient problem solving, by relating the simpler, abstract representation of a state space to a more complex but veridical representation of that space. Often problems are solved hierarchically: one first solves a suitably abstracted version of the problem and then “fills in the details” when solving the actual problem (this can be repeated at several levels of abstraction) (Botvinick, 2012). Spatial navigation tasks provide an example: if one’s goal is to travel from New York to Los Angeles, then the initial planning stage would probably consist of steps like “Drive to JFK, board plane, ...” etc. rather than “Move car into left lane on 2nd Avenue to merge onto I-495 East, ...” etc. In order to implement such a strategy, it is necessary to have a correspondence between the abstracted state space and the original.

As an example of finding such a correspondence, we return to the Tower of Hanoi. The state graph for this problem has a recursive structure: the graph for \( n \) disks can be obtained from the graph for \( n-1 \) disks by replacing each node in the smaller graph with a clique of size 3. We see in Fig. 4 (shown in Supplement A) that the algorithm is able to reveal this structure in the course of mapping the larger graph onto the smaller one. We can interpret this mapping as a coarsening of the larger graph such that the groups correspond exactly to these cliques.

4 DISCUSSION

We have described a differentiable algorithm that is capable of structure mapping in wide range of problems, and illustrated its use in multi-step analogical reasoning and problem solving. The algorithm draws inspiration both from cognitive psychology (representing problem spaces) and mathematical optimization (approximating solutions to combinatorial problems). Many problems that people must solve, such as language processing (Barton et al., 1987) and spatial navigation (Macgregor, 2011), are intractably combinatorial; our approach gives a guide for how approximate solutions to them may be found by mapping known structure to novel situations. This exploits the fact that, although graph matching is NP hard in the worst cases, not all cases are necessarily so. We argue that the kinds of problems that people encounter and are able to solve are not the “worst case” ones, but rather closer to the structured examples considered in this paper. Our method is thus parsimonious in that it (1) works well in these structured cases and (2) these structures are not explicitly “built in” to the algorithm itself. Furthermore, our approach complements recent work on graph similarity learning, in particular Li et al. (2019), in which the authors use a graph network to learn a scalar matching-based similarity measure, rather than an explicit node-wise correspondence as we do.

Finally, there are several possible extensions that we plan to address in future work, for example extension to the case in which the solution paths have different lengths, and a more systematic treatment of graphs with recursive or self-similar structure.
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A ADDITIONAL FIGURES

Fig. 2 shows the mapping of the Farmer/Goat problem onto the missionaries and cannibals problem. Here each solution of the simpler problem is mapped to a valid solution of the more complex problem. Fig. 3 shows the image of an example solution path under the matching in the reversed direction. Unlike in the previous case, the image is not a valid solution path.

Fig. 4 shows the mapping of the Hanoi graph onto the graph of the 2-disk variant. We see that the mapping reveals the recursive structure by mapping all points in the indicate cliques to the corresponding nodes on the smaller graph.

Figure 2: Left: The state graph for the Farmer/Goat problem with a solution path indicated. Right: The state graph for the Missionaries/Cannibals problem, with the images of the solution path indicated. Note that the mapped path is a valid path on the target graph (and the same is true of the alternative solution path). Note that the mapping here uses the adjacency matrices rather than the Successor Representations. As in Figure Fig. 1, “s” and “t” denote the starting and target states in each problem.

B COMPARISON WITH INDEFINITE FROBENIUS RELAXATION

In [Lyzinski et al. 2015] a similar matching problem is considered. The authors prove optimality results for the objective function $||PA_2P^T - A_1||_F^2$, $P \in DSM$, with DSM denoting the space of doubly-stochastic matrices and the subscript $F$ denoting the Frobenius norm of a matrix. They term this the “Indefinite loss function”. In view of their theoretical results, it is interesting to compare our L1 loss with theirs.

Note that their assumptions differ from ours in the following ways: (1) they assume a particular random graph model for $G_1$ and $G_2$, while we consider highly structured graphs and (2) they assume $G_1$ and $G_2$ to have the same size.

In particular, in our setup, it is impossible to use the space of doubly stochastic matrices. This is because we do not assume the graphs to have the same size, and a doubly stochastic matrix is necessarily square. However, if we drop this assumption and assume $P$ to be only row-stochastic, then we can use their loss function as a drop-in replacement for ours.

In the next sections, we directly compare the obtained results with our own loss function.
Figure 3: Similar to Fig. 2 but for the mapping in the reverse order. An example solution path is shown for the Missionaries/Cannibals problem on the left, and the corresponding mapped path to the Farmer/Goat problem on the right. Note that the mapped path is not a valid solution to the Farmer/Goat problem.

B.1 Figures with Frobenius Norm

Here, we use the same figures as in the main text and Supplement A, but using the “indefinite loss” \( \| P A_2 P^T - A_1 \|^2_F \) as in Lyzinski et al. (2015). In Fig. 5, Fig. 6, and Fig. 7, we reproduce the settings of Fig. 1, Fig. 2, and Fig. 4, except using the indefinite loss in place of our \( L_1 \) loss. We see that the matchings obtained in Fig. 5 and Fig. 7 of worse quality compared to their \( L_1 \) counterparts, with the results for the Farmer/Goat in Fig. 6 being similar to the \( L_1 \) case.

C. Results on Lines, Circles, Trees

We consider the problem of solving simple 4-term analogies on model linear and non-linear spaces. In what follows, let \( G \) be either a directed linear graph, a directed circle graph, or a directed binary tree. Denote by \( d_G \) the undirected geodesic distance function on \( G \) (i.e., the length of the shortest undirected path between two points). Denote by \( S_\gamma \) the successor representation of \( G \), defined using the directed adjacency matrix of \( G \). As in the main text, we set \( \gamma = .8 \) in what follows.

On these experiments, we used a binary tree with 63 vertices, a linear graph with 31 vertices, and a circle with 31 vertices and 100 analogies for each graph. Each matching problem is solved using 10 random initializations.

C.1 Generating Analogies

To generate analogies, we choose \( A, B, C \) randomly from the vertices of \( G \) subject to the constraints that \( A \neq B \) and \( A \neq C \), \( d_G(A, B) \leq M \) and the analogy has at least one valid answer. Here \( M \) is set to 4 for the tree and 8 for the other two graphs.

In the case of lines and circles, each analogy has an unambiguous correct answer, denoted by \( D_{true} \). In the case of a tree, an analogy may have several acceptable answers. For example, if \( A \) is a parent of \( B \), then either child of \( C \) would be an acceptable answer to the analogy. In general, we consider \( D \) to be correct if (1) \( d_G(A, B) = d_G(C, D) \) and (2) the shortest path from \( C \) to \( D \) has the same pattern of forward/backtracking with respect to the edge directions on \( G \) as the shortest path from \( A \) to \( B \). We thus propose the following unified measure of analogy quality on the three graphs: Consider the shortest undirected path from \( A \) to \( B \). Associated to this path is a binary sequence
Figure 4: Mapping the state graph for Towers of Hanoi (left) to that of two-disk variant (right). Labels on left graph are arbitrary, and the image of each point on the right graph is shown. Colors are used for additional visual aid. Colors on right graph are arbitrary, and points on left graph are colored according to their image under the mapping. Marked points are the 3 extremal corner points on each graph (which correspond to states in which all disks are on top of a single peg).
Figure 5: Same as Fig. 1 but with indefinite loss function. Comparison with Fig. 1 shows the L1 loss yields a better matching.

Figure 6: Same as Fig. 2 but with indefinite loss function. Results are comparable to L1 loss.
Figure 7: Same as Fig. 4 but with indefinite loss function. Comparison with Fig. 4 shows the L1 loss yields a better matching.
which encodes whether or not each step in the path goes “against the grain” with respect to the edge directions. The path from $C$ to $D_{\text{pred}}$ has a similar sequence. We then define the error of the analogy to be the normalized Levenshtein distance between these two sequences. This has the property that the values lie in $[0, 1]$ with 0 indicating a perfect fit.

### C.2 Defining the matching problem

Define $G_1$ to be the induced subgraph of $G$ containing all nodes no more than distance $d_G(A, B)$ from $A$ and $G_2$ the induced subgraph contains all nodes no more than that distance from $C$. Let $S_1$ and $S_2$ denote the matrices obtained by keeping only the rows and columns of $S$ corresponding to points in $G_1 / G_2$.

We then solve the marked matching problem $\mathcal{L}_{(A, C)}(P|S_1, S_2)$. We also compare this to the indefinite loss function $\|PA_2P^T - A_1\|^2_F$ from [Lyzinski et al., 2015] and the variant of replacing the L1 norm in ours with the Frobenius: $\|PS_1P^T - S_2\|^2_F$.

As described previously, we complete the analogy by taking an argmax of $P|B|$. Let us denote this point by $D_{\text{pred}}$.

### C.3 Results

Comparison of our loss with the indefinite loss is shown in Fig. 8. Our loss $\mathcal{L}_{(A, C)}(\cdot|S_1, S_2)$ achieves highest quality on the tree and circle, and is only slightly worse than the Frobenius variant on the line. The worst performing variant is the $L1$ norm combined with the adjacency matrix.

---

Note that on these graphs each pair of points has a unique shortest path so there is no ambiguity in this measure. The unique exception is the pair of antipodal points on the circle, however this does not occur in our examples due to the restriction on the distance between the two terms in the analogy.
D DERIVATION OF MATRIX FORM FOR MATCHING PROBLEM

Continuing the notation from Sec. 2 we see that

\[ N(F) = \left\{ (v_1, v_2) : (v_1, v_2) \in E_1, (F(v_1), F(v_2)) \notin E_2 \right\} \]

or \( (v_1, v_2) \notin E_1, (F(v_1), F(v_2)) \in E_2 \) \hspace{1cm} (5)

\[ = \sum_{(v_1, v_2) \in V_1 \times V_1} | \mathbf{1}_{(v_1, v_2) \in E_1} - \mathbf{1}_{(F(v_1), F(v_2)) \in E_2} | \] \hspace{1cm} (6)

where \( \mathbf{1}_A \) is equal to 1/0 depending on whether the proposition \( A \) is true/false.

Now recall the matrix matrix \( Q_F \) defined by \( Q_F[i, j] = 1 \) if \( F(i) = j \) and 0 otherwise. We see that

\[ (Q_F A_2 Q_F^T)[i, j] = \sum_{k, l} Q_F[i, k] A_2[k, l] Q_F[j, l] \] \hspace{1cm} (8)

= \sum_{k, l} \mathbf{1}_{F(i) = k} \mathbf{1}_{F(j) = l} \mathbf{1}_{(k, l) \in E_2} \] \hspace{1cm} (9)

= \[ \mathbf{1}_{(F(i), F(j)) \in E_2} \] \hspace{1cm} (10)

Since \( A_1[i, j] = \mathbf{1}_{(v_1, v_2) \in E_1} \), we see that \( \| Q_F A_2 Q_F^T - A_1 \|_1 = N(F) \) as was to be shown.

E SOLVING THE CONTINUOUS PROBLEM.

To minimize the continuous objective Eq. (2), let \( M_{n,m} \) denote the space of all matrices with \( n \) rows and \( m \) columns. We parametrize \( SM_X \) by the map \( Mat|_{V_1|\rightarrow|X|\rightarrow|V_2|} \rightarrow SM_X \) which takes a softmax across each row and then inserts the clamped rows specified by \( X \) in the appropriate order. This allows us to consider \( L_X \) as a function on \( Mat|_{V_1|\rightarrow|X|\rightarrow|V_2|} \); because this is a linear space, we can minimize the objective using standard gradient descent. The variants in the “Variants” subsection are treated in the same way. We use 20 random initializations for each problem.

F DESCRIPTION OF FARMER/GOAT AND MISSIONARIES/CANNIBALS

As in [Holyoak & Thagard, 1989], the Farmer/Goat problem consists of a farmer, a wolf, a goat, and a cabbage. All parties start on the same shore of the river, and the objective is to transport them all to the opposite shore. The boat can only hold one item in addition to the farmer. The wolf cannot be left alone with the goat, nor can the goat with the cabbage.

The Missionaries/Cannibals problem consists of 3 missionaries and 2 cannibals which must all cross the river. The boat can hold at most two parties, and the missionaries can never be outnumbered the cannibals on either shore. Additionally, it is disallowed to make a trip across the river with an empty boat.